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Abstract
Automated calls, known as robocalls, have significantly
degraded the usefulness and trustworthiness of the phone
network. Individuals, enterprise organizations, and
providers have no effective solution to address this prob-
lem. A significant barrier to progress in this space is the
lack of visibility into the practices of automated callers.

In this paper, we are the first to apply an unsupervised
retrieval technique to crowd-sourced data (COC) in or-
der to describe the authenticity of phone numbers. We
consider over 100,000 complaints collected via crowd-
sourced efforts (e.g., 800notes.com). Overall, our results
show that the proposed generative probabilistic model
produces topics that are quantitatively and qualitatively
better than matrix decomposition techniques, such as La-
tent Semantic Analysis (LSA). In this paper, we propose
this model as a more efficacious mechanism for authen-
ticating phone numbers. The proposed model identifies
malicious phone-numbers adaptively. Additionally, the
model labels and ranks numbers by their re-use across
different scam campaigns. This last insight, in particu-
lar, possesses implications for research combating phish-
ing attacks, account fraud and identity theft.

1 Introduction
The phone voice channel has many vulnerabilities and af-
fords a very appealing attack surface for spam campaigns,
robocalls, and phishing scams. Moreover, there have been
over seven million complaints made to the FTC, regarding
unsolicited calls made to consumers.[1]. There are numer-
ous solutions, such as YouMail [2], and TrueCaller[3] that
have surfaced in order to combat these unwanted calls.

Previous state-of-the-art work introduced the first
methodology for blacklisting the following data sources:
honeypot call detail records (CDR), and Federal Trade
Commission public reporting [27]. In this work, the au-
thors leverage latent semantic indexing (LSI) in order to
describe their data sets. Through this procedure, the au-
thors do not assess topic coherence [24], but instead revert
to manual selection for both the topics and for the opti-
mal number of topics to use for modeling a call transcript.
This results in manual analysis of topics and the discard-

ing of topics from a transcript’s topic mixture vector. This
is due to the inherent issues in LSI: that topic mixture vec-
tors are not humanly readable [20]. Evaluation is possible
through finding similar words for each word in the latent
space, but are otherwise not human interpretable.

In addition, the previous state-of-the-art work decided
on the number of topics based on certain heuristics that
rely on domain expertise. A conventional approach is to
sort the cumulative singular values in descending order
and then a cut-off [21]. However, there is variability be-
tween samples; hence manual analysis is often needed for
new training.

Within this context, we organized our research ques-
tions around the following:

1. What proportion of COC corpora contain a phone
number, and if so, does a given complaint contain
important information (wireless service provider and
geographic location of the source of the call etc.)?

2. Of those numbers from the previous question, are
any of these malicious numbers seen across different
scam campaigns?

3. Can we use any other information retrieval tech-
niques to measure phone reputation? If so, how do
we assess these techniques?

To fill this knowledge gap, in this paper we systemati-
cally investigate COC data sources that may be leveraged
to automatically learn new facets of crowd-sourced report-
ing.

In summary, we provide the following contributions:

• We cluster and describe phone numbers with the
crowd sourced online complaints. Our analysis
uncovers numerous malicious behaviors, including
bulk scam and phishing campaigns that share themes
with specific phone numbers. Most critically, our
analysis shows that numbers, which are being used
to deliver malicious scam campaigns, directly under-
mine mitigations from previous work [17].

• In order to associate phone numbers that are part
of a long-running scam campaign, we apply a novel
probabilistic generative model on user reported com-
plaints. We then identify the top campaigns from
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each data source, and introduce an evaluation met-
ric to assess the coherency of the topic model. This
has particular implications for blacklist construc-
tion and for systems-level application development
that would be consumed by users. Specifically, our
model enables keyword-specificity for searching for
scam campaigns and for similar complaints associ-
ated with a scam campaign theme and geographical
location.

• We show that our model is more resilient to threats to
internal validity and to the reputability of the results
that we are generating from the model. These threats
are described, in detail, in Section 3.

The remainder of this paper proceeds as follows. Sec-
tion 4 describes the implementation of our pipeline (pre-
sented in Figure 1.). Section 5 demonstrates various meth-
ods to assess the quality of our topic modeling method-
ology. Section 7 discusses implications for aggregating
COC complaint data and shortcomings in our approach.
Section 8 describes related work. Section 9 provides con-
cluding remarks.

2 Data Collection

2.1 Crowd-Sourced Online Complaints
This dataset contains the online comments obtained from
popular online forums, such as 800notes.com). The
dataset contains over 100,000 actual raw complaints filed
by users, containing the phone number that made the un-
wanted call, a timestamp, and a description of the content
of the call. The complaints stem from May 10, 2010 un-
til September 17, 2017. Since the comments are entered
manually by anxious and frustrated users, the text describ-
ing the content of the call is typically comprised of many
misspellings, grammatically inaccurate sentences, exple-
tives, and in some cases, irrelevant information. In addi-
tion, many of the complaints contain URLs to resources
and links to external fraud-prevention resources. Another
externality to consider is that the phone number and times-
tamp provided by the users could be mistyped.

2.2 A Note on the Inclusion of Spam Mes-
saging Feeds

Our original proposal for this research investigation stip-
ulated that we also apply this same model to spam mes-
saging data provided by Project HoneyPot [4]. From this
we would evaluate a COC-only trained blacklist, a spam
messaging-only trained blacklist and a COC and spam
messaging blacklist in terms of unwanted call blocking
rates. We would then conduct experiments that show

whether or not spam and COC data sources provide addi-
tional insights into the longevity of spam campaigns. This
would complement insights into both the origin and the
reuse of phone numbers for robocalls. Finally, we would
compare our blacklists’ classifications to two third-party
service providers.

However, we were unable to obtain the dataset from
Project HoneyPot. In addition, the length of time for
constructing, training and evaluating each blacklist’s Call
Blocking Rates (CBR) - as detailed by S. Pandit et al.
[27] - was beyond the allotted time that was available
to the researchers that first implemented these experi-
ments. Therefore, we were unable to validate many of
these aforementioned hypotheses. We will leave this for
future work.

3 Threat Model

Our threat model is grounded in the validity of our classi-
fication of specific phone numbers. While it is difficult to
ensure the authenticity of numbers, we are assuming that
an external adversary is attempting to pollute the model
classification task. This is a direct threat to the internal
validity of our testing through selection bias of the in-
put samples. For example, complaints associated with
a phone number could be flooded with new comments
that are favorable or describe the phone number with en-
tirely different sets of words. This causes the model to
mis-classify or produce topics that are not human inter-
pretable. This also has another assumption that the adver-
sary understands the model’s classification task. Hence
we are specifically assuming that the adversary is con-
cerned with undermining the reputation of the classifica-
tion task. In section 5 we propose and we evaluate the
resiliency of our model to word intrusion and internal va-
lidity threats.

4 Methodology and Design

As depicted in Fig. 1, the main components of our spam
campaign detection, analysis and investigation framework
are the following:

4.0.1 Persistent Storage

Due to the volume of corpora, a NoSQL database - par-
ticularly a document-based database - was used instead
of a SQL-based relational database management system
(RDBMS). Document-oriented databases were favored
for their flexibility and high scalability. However, one
caveat is the lack of a powerful query language like SQL.
Moreover, the ability to represent relationships between
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Figure 1: Architecture of pipeline

comments, scam campaigns and domain names is essen-
tial. These relationships can be stored and processed ef-
ficiently in a graph database. In our proposed system, we
employ MongoDB (MongoDB, 2017), which is an open-
source NoSQL database [5]. MongoDB has the flexibil-
ity of document-based databases as well as the capability
of graph-based ones for managing relationships between
records. It has the advantages of being performant, scal-
able and supports SQL-styled queries. Complaints are
stored in the database as documents with different fields,
such as title, textual content, embedded URLs, etc. Addi-
tionally, user information, phone-numbers, domain names
and timestamps of the correspondence are also saved as
different document types. For each document type, the
database maintains a hash table of a specific field to elim-
inate duplications. The database also stores the relation-
ships between different documents, such as between the
forum correspondence, scam campaign, and phone num-
ber.

4.0.2 Elimination of Stopwords

Our implementation of Latent Dirchlet Allocation (LDA),
and the pre-processing of corpora have been influenced
heavily by the seminal work of Blei at al [11]. Specifi-
cally, previous work has detailed that one should remove
common stop words in a document before running Latent
Dirichlet Allocation [12]. Stop words are words that are
very common and do not alter the semantic meaning of a
sentence. Typical stop words include ”in”, ”the” and ”as”
etc. Kim et al. automatically filtered out words from the
vocabulary that were present in more than 50 percent or
less than 5 percent of the documents [33]. Kim et al. state
that this heuristic is an effective way of removing both
stop words, misspelled words and non-words. Therefore,
in our implementation, a static list of common stop words
was used as suggested by Blei et al [12].

4.0.3 Stemming

In this project the NLTK version of the Snowball Stem-
mer [6] was used. This project is originally based on the
stemmer proposed by Lovins [22]. Stemmers do not take
into consideration polysemy. For example, the Snowball
stemmer stems both ”informational” and ”informality” to
the word inform. Because ”space” and ”spacial” do not
possess the same semantic meaning there is a risk of los-
ing information when using stemming [32].

However, due to prior works’ common practice to use
a stemmer when performing natural language processing,
all experiments were conducted with the snowball stem-
mer.

• Phone Number: Each phone number is extracted
and parsed into a format that demarcates it’s country
code, time zone and carrier provider. Initial parsing
and validation of the phone number was conducted
using Google’s open sourced libphonenumber mod-
ule [7].

• Complaint: We discarded complaints that contained
less than 5 words or that only contained URLs. In
addition, we only considered complaints that had
been ”upvoted” (an indicator for how useful the com-
plaint was to other users). Finally, we discarded any
complaints that only contained profanity and/or com-
ments that derided another user. This resulted in a 91
percent reduction in the total number of individual
documents that were considered for topic modeling.

4.0.4 Online Learning for Latent Dirichlet Alloca-
tion (LDA) Models using (Online Variational
Bayes) applied to COC datasets

The Latent Dirichlet Allocation can intuitively be de-
scribed as a model that identifies topics of documents
based on the word frequency distribution in each docu-
ment. Therefore, the words in a document are dependent
on the latent topic distribution. The Latent Dirichlet Al-
location relies on the Dirichlet prior that the words in a
document are generated based on the topic distribution of
the document [12]. If one were to assume that this is the
case we can use any method of posterior inference to in-
fer the latent variables in the Latent Dirichlet Allocation
model. Both Blei et al. and Kim et al. used an online
version of the variational Bayes inference model [33].

We have adopted a similar implementation proposed by
Hoffman et al. [20]. Hoffman et al. provides an on-
line version of Latent Dirichlet Allocation. The differ-
ence from the original Latent Dirichlet Allocation is that
it requires only one pass over the data set. Hoffman et al.
define online learning for Latent Dirichlet Allocation as
shown in Algorithm 3; definitions of all parameters can be
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Figure 2: Online Variational LDA Inferential Step

found in the proceeding, sub-table, Table 1. While oper-
ating in a similar manner to the ”regular” Latent Dirichlet
Allocation there are several differences. κt is a parameter
that adjusts the rate at which prior iterations are ”forgot-
ten”. τ0 varies the weight of the early iterations while κ
defines the decay rate of previous λ. λ is the result of the
previous mini-batches. More precisely, it is the variational
parameter on the matrix with word frequency spectrum
of all the topics. While Algorithm 3, above, shows that
the algorithm can process each document individually, it
is common practice to collect a mini-batch of documents
and then run the algorithm on all documents in each mini-
batch [20] [11]. Furthermore Hoffman et al. show that if
and only if κ is within the range of (0.5, 1] convergence is
guaranteed [20].

For the COC datasets, we created 10 different Online
Variational LDA models by varying the K parameter (i.e.
the number of topics) from 1 to 100 and repeating this pro-
cess five times. The assessment for optimizing the number
of topics is included in Section 5.0.1.

In our implementation, the Dirichlet parameters are set
to be symmetrical for the smoothing of words within top-
ics, η, η = 1/V and topics within the set of documents,
K, α = 1/K. By keepingα < 1, the modes of the Dirich-
let distribution are close to the corners, thus favoring just a
few topics for every document and leaving the larger part
of topic proportions very close to zero. The LDA models
are created using the Python library Gensim [36].

Gensim uses variational inference from the online
model in order to approximate the posterior [19]. The
convergence iteration parameter for the expectation step
(i.e. the E-step) is set to 1000; the part where per doc-
ument parameters are fit for the variational distributions
are detailed in Algorithm 2 of the original implementa-
tion [19].

Figure 3: Empirical evaluation of parameters

5 Evaluation
An experiment was set up to find the parameters that
yielded the best measurements on a run with 9,278 com-
plaints. The measurements were made with perplexity -
which Blei et al. and Hoffman et al. also used [12] [20].

The parameters used were found by, first, empirically
testing different values for each parameter. This led to the
set of parameter ranges found in Figure 3. A validation
step permuted all combinations of these these parameters
on the same 9,278 complaints. The algorithm assessed
perplexity after each mini-batch together with the aver-
age perplexity and the standard deviation of the perplex-
ity with a decaying window of 50 mini-batches. The best
parameters were found in the permutation that yielded the
lowest sum of the average perplexity and standard devia-
tion of the perplexity.

5.0.1 Empirically Choosing the Optimal Number of
Topics

One of the parameters in LDA is the number of topics K.
Optimizing K can be accomplished by measuring the in-
formation gain provided in each topic compared to a base-
line measures [8]. We use log likelihood, because this
empirical measure evaluates how well the corpora fits the
model. In this case, this is the topic space model pro-
duced by LDA. When performing parameter estimation, a
common strategy is to maximize the log likelihood [18].
We employ this technique to measure the effectiveness of
each LDA model, varying the number of topics K. The
results are presented on Figure 4. Notice that the log like-
lihood is maximal after approximately 10 topics. Hence
we chose ten topics as the optimal parameter in our sub-
sequent experiments for classifying complaints.

5.0.2 Evaluating Topic Models

Because topic modeling is an unsupervised task the im-
plementer is not aware of what the topics will be, after
training. This makes evaluation of the topic model a very
difficult problem. This dilemma is not apparent in super-
vised learning (for example, logistic regression, classifica-
tion), in which one compares predicted labels to expected
labels. There are no ”expected labels” in our the pipeline
for topic modeling.
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Figure 4: Empirical evaluation of parameters

Moreover, each topic modeling method - for example,
LDA and LSA, possesses a unique method for measur-
ing the ”internal quality” (perplexity and reconstruction
error, for example)[11]. However, what is often not cited
in evaluation methods, is that these internal measures are
an artifact of the particular approach taken when applying
the model. These include, for example, Bayesian methods
and matrix factorization. In addition, there is no evidence-
based approach to compare such scores across different
types of topic models. The most feasible method to assess
the quality of unsupervised models is to evaluate how each
model can improve the superordinate task of the model
task for which the implementer is training each collection
of models for.

For example, when our goal is to retrieve semantically
similar documents, one can manually tag a set of simi-
lar documents and then assess how well a given semantic
model maps those similar documents together.

Such manual tagging can be resource intensive. Wal-
lach et al. suggest a ”word intrusion” method that works
well for models where the topics are meant to be ”human
interpretable”, such as LDA [13]. For each trained topic,
they obtain that topic’s first ten words, then substitute one
of those words with another, randomly chosen word (the
intruder) and see whether a human can reliably tell which
one it was.

If so, the trained topic is topically coherent; alterna-
tively, if the topic does not have a discernible theme, the
model is considered to be poorly fitted.

We performed this evaluation as follows:

• Select the 50 words for each of of the 10 LDA topics

• Collect all 50 words from all 10 topics, as one set

• For each of the 10 topics we replace a word at a dif-
ferent index

• We then split each document (complaint) into two
parts, and verify that first, topics of the first half of

the document are similar to topics of the second half
of the document; and second, each of half of each
respective complaint is mostly dissimilar with other
complaints.

In order to benchmark our results, we applied the
aforementioned result on the same set of documents
as were trained using LDA, using LSI.

We then tested our evaluation method on 1000 doc-
uments that were not used in either LDA or LSI
training. Our results are presented on Table 1 and
on Table 2. We used the cosine similarity to mea-
sure first, the similarity between corresponding doc-
uments (first row) and second, a randomized selec-
tion of 10,000 halves (second row). A higher co-
sine similarity between corresponding documents is
considered to be an attribute of a better-fitted model.
Conversely, a lower cosine similarity score between
randomized documents are attributes of a better-
fitted topic model [13].

Table 1: LDA Results
Model Average cosine similarity
Corresponding parts 0.776225069646
Randomization 0.254734527925

Table 2: LSI Results
Model Average cosine similarity
Corresponding parts 0.606533434328
Randomization 0.0748434974254

We should note, at this juncture, that this does not com-
pletely address the security threat to the internal validity
of our model. We understand that within a more volatile
environment, there is no guarantee as to what the inter-
topic distance will be, nor will we be able to control
the the quality of data that is ingested by our proposed
pipeline.

5.0.3 Evaluating Coherence

In order to further benchmark our online model to other
topic modeling implementations, we compared the fol-
lowing topic models coherence measures [28]. The fol-
lowing models were compared:

• LSI (Latent Semantic Indexing)

• HDP (Hierarchical Dirichlet Process)

• LDA (Latent Dirichlet Allocation)
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Figure 5: Coherency Analysis for Justifying choice for the
use of LDA over other model variants

• LDA (optimized to find optimal number of topics -
(LDA Mod))

• Projecting LDA into lower dimensional space (LDA
LSI)

Each model was parameterized to 10 topics. We used
the CV measurement, due to the fact that CV has
been shown to resemble most closely human mea-
surements and ratings. The details of the CV mea-
surement are described in detail by Both et al. [28]. It
should be noted that a higher coherence value, closer
to 1, is associated to more human - interpretable top-
ics. Our results indicated that LDA, and its vari-
ants, scored above 0.4 versus LSI (0.28). This is
agreement with our previous evaluation evaluating
the similarity exhibited between corresponding doc-
ument halves for LDA.

6 Analysis of Phone Numbers

After applying the model described in Section 4.0.4, we
now have a set of topics, Z, that are labeled with a relevant
campaign theme, and we aim to do two things:

1. Decide what source numbers from the online com-
plaints should be be considered to be labeled as
scam.

2. Leverage the topic assignments with their corre-
sponding complaint (and hence the phone number(s)
extracted from the complaint) to group together com-
plaints and related source phone numbers that likely
belong to the same spam campaign.

To this end, one can tune the LDA model to perform
assignments to estimate two things:

Figure 6: Top 10 thematic topics for 9728 complaints

3. The topic mixtures of each document (by counting
the proportion of words assigned to each topic within
that document).

4. The words associated to each topic (by counting the
proportion of words assigned to each topic overall).

From the aforementioned heuristic, a distribution of
topics, for each document, is constructed. From this dis-
tribution, we select the topic with the highest probability
for a given complaint. The calls with similar textual con-
text can be clustered together to discover spam campaigns
(hence, the phone numbers related to the campaigns). Fig-
ure 6. illustrates a generated set of topics after conver-
gence of the model. After associating each topic with
each complaint we achieved the following discrete statis-
tics (displayed on Table 3).

Table 3: Statistics (Post-LDA)
Variable Count
Complaints 9278
Unique Phone Numbers 1851
Phone numbers with > 1 scam association 123

In particular, we observed that only 6 percent of the
phone numbers were reused for another scam campaign
(Table 3). This observation supports earlier hypotheses
that the phone numbers used by scammers in their cam-
paigns are less diverse [15]. In particular purchasing new
phone numbers is more expensive than the purchase of
other mediums of deploying scam campaigns, such as
email.

6.0.1 Scam Campaign Distributions

We clustered phone numbers by shared campaigns. Fig-
ure 7 displays the varying distributions across all scam
campaign themes generated by the online LDA model.

In the event that a phone number was associated with
more than two scam campaigns we selected the scam cam-
paign topic that was most often associated with the phone
number. 25.6 percent of the phone numbers were asso-
ciated with technical support campaigns. 18 percent of
numbers were associated with gift card scams. It should
be noted that the content of these complaints for this
group were associated with Nokia and Best Buy Gift Card
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Figure 7: Top 10 thematic topics for 9728 complaints

Figure 8: Distribution of Source Phone Numbers by
Country

scams. All scam campaigns associated with Nokia were
cited by victims in the United Kingdom. Surprisingly, we
discovered that many themes were associated with what
we define as meta comments: comments discussing legal
policy and discussion regarding spoofing and challenges
associated with discovering scammers (spoofing numbers,
for example).

6.0.2 Geographic Distribution of Source Phone
Numbers

We observed that over 95 percent of source phone num-
bers that were extracted were sourced to the United States,
Canada and the United Kingdom (Figure 8.). This char-
acterization, noted as sampling bias, is elaborated on in
section 7.

Within the United States (Figure 9.), our analysis dis-
covered that the normalized distribution of complaints
that cited malicious phone numbers were primarily repre-
sented by North Carolina, Oregon, Nevada, New Mexico,

Figure 9: Distribution of Source Phone Numbers within
the United States

Illinois and the District of Columbia. We discuss further
implications for further research in section 7.

6.0.3 Service Providers

We further characterized numbers by their wireless ser-
vice provider. An interesting observation is that certain
operators are used more often than others to register scam
numbers. Figure 10 shows the distribution of phone num-
bers used by scammers among the providers. We ob-
serve that, in our dataset, the top 4 operators (out of
32) provide more than 65 percent of fraud-related num-
bers. These four cell providers, in particular, represent
one of the largest telecom service providers in Africa
(MTN), and the Caribbean and Asia-Pacific (Digicel), re-
spectively. After further investigation we discovered that
these service providers offer one or more of the following
services:

• Have an online registration service

• Offer low-cost or free international call forwarding

• Provide bundled packages for wireless services,
along with subsidized cash-back call services

Although we did not confirm this, independently, we
hypothesize, based on prior evidence, that communities
of scammers find these service providers appealing [10].

7 Discussion and Limitations of
Findings

Our analysis alone is not sufficient to draw complete con-
clusions. For instance, we are still uncertain how preva-
lent phone number re-usability is. Given that 6 percent of
phone numbers are used across different scam campaigns
begs the following question:
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Figure 10: Wireless Service Providers

1. Does this observation imply that the remaining num-
bers are discarded or does this observation imply that
they are simply not reported by users on that partic-
ular forum?

This question lends itself to further scrutiny into our re-
sults. Most saliently, we note that there is inherent bias in
our sampling methods. 800notes.com, in particular, repre-
sents user complaints from North America and the United
Kingdom. Therefore, our sample data set does not capture
the full breadth of source phone numbers used by com-
munities of scammers. In future work, we would like to
diversify our data sources in order to include other public
complaint forums.

Moreover, our methods for selecting valid complaints
will also need to be revised. For example, due to the
fact that English is predominantly represented in these
forums, we do not account for other languages in our
analysis. Therefore, countries where scam campaigns are
ubiquitous, but under-reported are not representative of
our sample. In addition, it is possible that the discarded
complaints were provided by non-English speakers that
do not possess English fluency to elaborate or provide
detailed accounts of their experiences. Future work will
include countries that our initial analysis of numbers did
not account for. Namely, we will include COC datasets
from China, India, the United Kingdom, and from Central
America.

We also understand that during training, only a subset
of source phone numbers in the COC datasets can be at-
tributed to distinguishable campaigns. However it is a
worthwhile experiment to see how effectively the COC-
only model that has been trained can accurately describe
a test sample.

Therefore, a more thorough evaluation of our model,
which we will leave for future work, is an evaluation ex-
periment to further assess the effectiveness of our models’

label of the scam type, by creating a blacklist. We will
then assess the effectiveness of that blacklist based on the
blacklists’ ability to block future unwanted calls. We will,
subsequently, compare our blacklists against two com-
mercial third-party carriers. We then will assess how well
the blacklists formed from different data sources, namely
spam and COC, can complement each other. Finally, we
will describe how the blacklists we construct can block
future spam messages and phone calls. Through this, we
will demonstrate how effective the blacklists will be in
blocking these campaigns.

To estimate the overlap between our blacklists and third
party blacklists, we will select a random sample of 10,000
source phone numbers from all of our datasets, and per-
form reverse phone lookup queries. This will be per-
formed using Twilio and YouMail service providers. The
goal will be to verify that our numbers, each labeled with
a topical theme, are described similarly by the third-party
service provider. We will provide specific proportions and
determine to see if our blacklists can be leveraged as a
proxy to estimate how effective third-party phone black-
lists are in defending users from malicious calls. We will
also use that same random sample of numbers in order to
validate false positives.

8 Related Work

8.1 Stability of Phone numbers
Telephony abuse has emerged as a nefarious mechanism
for deploying a multitude of fraudulent and malicious pri-
vacy violations [30], [29].

The exploration of such cross-channel abuse and spe-
cific scams, has included the analysis of global operators
and the origins of mobile operators. For example, Costin
et. al. [15] investigated how malicious actors from vari-
ous geographic regions, particularly Nigeria, deploy var-
ious scams, based on analysis of crowd sourced web list-
ings. In this investigation, the researchers also provided a
detailed analysis of the economic implications of the busi-
ness models of such scams, along with the information ex-
changed between actors across telephony channels. Fur-
thermore, their analysis provided detailed insights into the
online and phone infrastructure used by malicious actors.
Finally, Costin et. al. also examined tactics, leveraged by
scammers, that actively conducted live analysis of phone
numbers through calls. However, these previous results
focus on demonstrating that phone numbers are a stable
indicator of the identification of scam campaigns. More-
over, a more detailed analysis, mostly considered phone
numbers related to outgoing calls, whereby the user con-
tacted a given tech-support number [25].

In contrast to their prior work, our scope of our analysis
include a broader range of campaigns. Furthermore, our
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analysis extends to incorporate crowd-sourced data sets.
Finally, our study instead focuses on incoming call reports
and their subsequent responses from communities. From
our longitudinal analysis we are able to capture and to
describe the authenticity and associated scam campaign
of the phone number.

8.2 Spam and Email Classification

Forensic analysis of spam messages has been a very thor-
oughly interrogated area of research [23]. In this study
Ma et al. overcame the sparsity problem in SMS message
classification by, first, using K-means to group messages
into disparate classes and then, second, aggregate all the
spam messages of a class into a single document. Symbol
semantics was accounted for this in this model. The au-
thors designed specific rules and introduced specific back-
ground terms in order to make the model appropriate to
fully represent SMS spam. Wei et al. [34] propose an ap-
proach based on the agglomerative hierarchical clustering
algorithm and the connected components with weighted
edges model to cluster spam emails. Only spam emails
used for advertising are tested by the authors.

In contrast, our motivation is to describe the context of
a phone-number, and it’s potential reuse across different
spam campaigns. Our target documents are context-rich
forums that provide nuanced details that are enriched with
polysemy and ambiguity. Finally, the documents that we
analyze, and our model evaluation account for nuances in
a victim’s regional differences. For example, the reporting
of Nokia scam campaigns are reported differently than a
Canadian lottery scam. Our procedure for describing the
complaint, and for the evaluation of these complaints, ac-
count for these differences.

8.3 Classifying Using (Call Detail Records)
CDR Lookup

Phoneypot, [17], is a phone honeypot that is comprised of
a set of phone numbers - along with infrastructure to col-
lect CDRs when honeypot numbers are called by external
parties. Phoneypot has demonstrated the utility of honey
pots in telephony research.

Although the data collected from the honeypot was ana-
lyzed to source various types of calls (attributes of the call
type), the longitudinal analysis of the phone number was
not studied. Moreover, the features mentioned in Phoney-
pot did not distinguish the specificity of the geographical
origins of the phone number. In contrast, our analysis in-
cludes geographical attributes in order to identify the ge-
ography of the call, along with the service provider.

8.4 VoIP Call Detail Records

Similarly, Chiapetta et al. [14] present an analysis of a
large dataset of VoIP CDRs. Subsequently, their inves-
tigation afforded insights into different call patterns and
groups callers using unsupervised techniques. The fea-
tures mentioned in this work are appealing for population-
level uses but are not designed to differentiate between
spam numbers and legitimate callers. A similar heuristic
for clustering of transcripts, recorded by a phone honey-
pot, have also provided similar findings in identifying and,
subsequently blocking actors [29], [26], [16].

However, one caveat in this previous approach lies in
the fact that since the transcript is the only source of in-
formation, it can only serve as the single indicator for
whether or not to block calls from the campaigns that are
seen at the source honeypot. This cannot be generalized to
other domains in the telephone network. Applying a gen-
erative and probabilistic approach based on feature sets,
as in our study, allows for greater generalization beyond
a specific dataset. Moreover, our analysis provides more
human-interpretable output features for both the identity
of and the details of a given call record, as documented
by a given victim. Finally, our model continuously un-
dergoes training in order to be flexibly deployed to novel
contexts in the phone network.

8.5 Domain and IP Address Analyses

Other reputation systems have been investigated for do-
main names, IP addresses and other online resources
such as URLs. These systems have offered robust de-
fenses to email spam and malware infections. However,
these investigations typically utilize network, and other
application-specific features to label such resources which
differ significantly from information available in user-
facing devices.

Finally, caller profiling has been investigated by sev-
eral researchers [31]. However, these previous studies
are predicated on access to large volumes of private call
data records. These often possess accompanying privacy
concerns from service providers that do not readily make
such datasets available. Yardi et al. [35] characterized
macro-level behavioral patterns in order to differentiate
malicious users from authentic users. Call duration and
social network connections were used to separate legiti-
mate callers from spam/scam callers in [9] by developing
a global reputation based system for callers. The caveat,
however, is duration information and social connections
of phone users are not available. Furthermore, both the
full evaluation for evaluating a human-interpretable ori-
gin of a spam campaign’s numbers, and a given number’s
cross-validation with other ground truth data sets is also
not addressed by this work. To the best of our knowledge,
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our work is the first one to systematically explore crowd-
sourced datasets using Online-Variational LDA sampling
for modeling topics associated with phone numbers. From
this we are able to both describe the origins of and au-
thenticity of a phone number. In addition, our methods
provide insights into the effectiveness of such generative
models as effective instruments that can be used in classi-
fying scam campaigns and phishing attacks.

9 Conclusion
Robocalls act as a pivotal instrument for criminal activi-
ties. In this paper, we propose an Online Variational LDA
model, based on the probability theory of Latent Dirich-
let Allocation, for describing and for classifying mali-
cious scam-campaigns deployed through the telephone
network. The online variant can eliminate the sparse rep-
resentation issues in document classification. It is more
suitable for the task of describing and for the task of clas-
sifying robocall scam campaigns. When compared with
the existing state of the art techniques, namely LSA, we
show that it is more suitable for analysis, and for describ-
ing the malicious content of robocall complaints, as re-
ported on online forums. We will continue to build upon
this model towards a systems solution that incorporates a
client interface and keyword search capabilities. The de-
mocratization of this system will empower both everyday
users, and law enforcement in identifying and preventing
scam campaigns that are specific to identity theft, account
fraud, and phishing attacks.
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